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Fig. 1. Our method generates large textures with non-stationary features learned from a small number of images. The type and shape of the painted features

can be freely controlled: the figure is the result of an interactive editing session (see supplementary video). The scene uses free 3D models from cgtrader.com.

In this work, we propose a system that covers the complete work!ow for

achieving controlled authoring and editing of textures that present dis-

tinctive local characteristics. These include various e"ects that change the

surface appearance of materials, such as stains, tears, holes, abrasions, discol-

oration, and more. Such alterations are ubiquitous in nature, and including

them in the synthesis process is crucial for generating realistic textures.

We introduce a novel approach for creating textures with such blemishes,

adopting a learning-based approach that leverages unlabeled examples. Our

approach does not require manual annotations by the user; instead, it detects
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the appearance-altering features through unsupervised anomaly detection.

The various textural features are then automatically clustered into semanti-

cally coherent groups, which are used to guide the conditional generation

of images. Our pipeline as a whole goes from a small image collection to a

versatile generative model that enables the user to interactively create and

paint features on textures of arbitrary size. Notably, the algorithms we intro-

duce for di"usion-based editing and in#nite stationary texture generation

are generic and should prove useful in other contexts as well.
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1 Introduction

In visual content creation, automatic image generation and texturing

methods seek to assist artists, reducing the time and e"ort required

to develop photo-realistic texture assets. Many of the existing tools,

however, are biased toward an idealized, pristine appearance, so

that texture artists spend signi#cant time to augment their textures

with the type of blemishes and imperfections characteristic to real-

world surfaces. Our work o"ers an automated framework to analyze

texture samples, separating their characteristic (stationary) statistics

from sporadic irregularities, that are equally characteristic, feeding

an interactive system to paint such prominent features on top of

the underlying pristine texture.

Our system takes as input a small number of (unannotated) im-

ages representative of a certain material, which include both normal

appearance and irregular features (stains, cracks, holes, and abra-

sions, etc.). The user then speci#es the locations of irregularities,

and our method synthesizes arbitrarily large textures that resemble

the texture in the input images, with the user-speci#ed features nat-

urally blending into the surrounding texture. We present the #rst

framework that simultaneously holds the following capabilities:

(1) Automatically extracts the normal and irregular texture

appearance from a small number of images.

(2) Generates textures with spatial and semantic control, that

is also interactive.

(3) Facilitates painting features on both synthesized textures

and real images through feature transfer.

(4) Creates arbitrarily large textures without distribution drift.

2 Related Work

Painting features on textures is a task traditionally undertaken by

artists that design digital assets. The toolbox (e.g., Substance 3D

painter [Adobe 2023b]) generally includes a library of carefully

crafted materials that covers frequently occurring e"ects, such as

dirt accumulation, or cracks. Alongside the materials, there usually

are pre-made alpha-masks that represent a realistic distribution of

the desired features. An artist would then select an appropriate

combination to overlay on the canvas as needed. This process can

be time-consuming and it is generally limited to the available pool

of materials and patterns, which may not be easy to customize for

a speci#c application. In order to extend their capabilities, digital

creation software (e.g., Photoshop [Adobe 2023a], Gimp [GNU 2024],

Substance 3D painter [Adobe 2023b]) include clone stamp brushes;

however, the features are simply copied over the canvas, making it

di$cult to ensure realistic e"ects and transitions.

2.1 Example-based feature synthesis

Several research projects directly or indirectly target the replication

of image features into a new context. In the seminal work of image

analogies [Hertzmann et al. 2001], the texture-by-numbers method

is used to create a new instance of a texture and paint the promi-

nent features as guided by a layout map. The same can be achieved

using single-image generative models and image reshu%ing tech-

niques. SinGAN [Shaham et al. 2019] and SinDi"usion [Wang et al.

2022a] train a generative adversarial network (GAN) and a di"u-

sion model [Dhariwal and Nichol 2021] respectively from a single

image. The models can then be used to generate similar, realistic

patches in a new con#guration. GPNN [Granot et al. 2022], Image

style transfer [Gatys et al. 2016], Sliced Wasserstein [Heitz et al.

2021], and GPDN [Elnekave and Weiss 2022] are non-parametric

generative methods that can be used to paint features by mimicking

the patches and statistics from a given source image. Neural Texture

Synthesis with Guided Correspondence [Zhou et al. 2023], Non-

Stationary Textures using Self-Recti#cation [Zhou et al. 2024], and

Texture Reformer [Wang et al. 2022b] focus speci#cally on textures

with non-stationary regions. These approaches showcase di"erent

ways to condition the generation in order to improve the authoring

process: orientation and progression control, content image, and a

collage of crops. Painting With Texture [Ritter et al. 2006], Painting

by Feature [Luká& et al. 2013], Brushables [Luká& et al. 2015], and

Neural Brushstroke [Shugrina et al. 2022] propose di"erent ways

to create brushes from images, enabling painting of the extracted

textural features on a canvas. Recently, Di"usion Painting [Hu et al.

2024] displayed remarkable capabilities in terms of the texture com-

plexity controllable by a brush. Using a di"usion model pretrained

on a large dataset, the method hallucinates realistic variations and

transitions from a single texture image, albeit with limited #delity

to the input mask.

While the above-mentioned approaches share the advantage of

being able to work from a single image, it is desirable to incorporate

the information from multiple source images of the same texture

class if available, as a single image often does not cover the appear-

ance of a feature type in its fullness, or does not contain all transition

types that are characteristic for the given material. That being said,

in most cases it is not straight forward to extend the methods to

accept multiple images in a way that actually improves the genera-

tion process. Our method is #ne-tuned on multiple images from a

single texture class in order to learn from several instantiations of a

certain prominent feature type.

A limitation of previous methods is the requirement to manually

select and indicate the relevant features from the input images.

As we want to capture the entire distribution of a texture and/or

the possible prominent features (stains, cuts, etc), several dozen

images might be needed. In this case, manual segmentation would

put an unreasonable burden on the user. Therefore, in this work we

also address a preprocessing part in the asset-creation process, by

automatically #nding and grouping the relevant features.

2.2 Anomaly Localization and Classification

In order to automatically detect the prominent features, which are

non-stationary regions in the texture, we pose the problem as an

anomaly detection task. Since the input consists of a mix of (unla-

beled) normal and anomalous features, we #nd ourselves in a fully

unsupervised setting. This is more challenging than the one-class

classi#cation task employed by most anomaly detection methods,

where the normal instances are labeled [Batzner et al. 2024; Deng

and Li 2022; Roth et al. 2022].

Fully unsupervised anomaly localization is framed as normality-

supervised detection with contamination [Liu et al. 2022; Patel et al.

ACM Trans. Graph., Vol. 44, No. 6, Article 183. Publication date: December 2025.
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Fig. 2. Feature-conditioned results generated by our model on various textures. The label maps are sketched by the user/artist. Please note the graceful,

realistic transitions between the normal class and the painted features; digital zoom recommended.

2023; Yoon et al. 2022; Zhang et al. 2024] or zero-shot anomaly detec-

tion with test-time adaptation [Li et al. 2023, 2024]. BlindLCA [Arde-

lean and Weyrich 2024b] is the current state-of-the-art method de-

signed speci#cally for textures. We build on this method and adapt

it to pixel-level anomaly segmentation. The unsupervised classi#-

cation of anomalies into semantic categories has been approached

by prior work [Ardelean and Weyrich 2024b; Sohn et al. 2023] at

the image level. Di"erently, we perform the semantic segmentation

at the level of pixels rather than images and lift the limitation of a

single anomaly type per texture instance.

More often than not, the features that are painted on a certain

texture are trying to replicate naturally occurring defects that can

be attributed to weathering. Therefore, weathering synthesis is

targeted by methods related to altering the appearance of textures.

2.3 Weathering synthesis

A traditional approach to weathering is to develop material-speci#c

simulations based on the physical and chemical processes that occur

through time and update the appearance accordingly [Bajo et al.

2021; Chen et al. 2005; Dorsey and Hanrahany 2006; Liu et al. 2012].

While there are certain advantages granted by a physically-based

model, this class of methods does not generalize across di"erent

materials, and it often requires an explicit model of the external

factors that in!uence the weathering.

A di"erent line of work builds time-varying appearance models

based on a single image and a few annotations provided by the

user. Wang et al. [2006] are the #rst to develop an appearance mani-

fold in BRDF space and use it to model the time-dependent change

from normal to weathered. The manifold is constructed with the

help of the user, who selects the least- and most-weathered parts of

the image. A similar strategy was successfully applied directly in

color space [Bandeira and Walter 2009; Xuey et al. 2008], separat-

ing illuminance and re!ectance. Iizuka et al. [2016] advance from

simple chromatic transitions and produce weathering with more

complex appearance. Synthesis is performed using image quilting

techniques [Efros and Freeman 2001] based on a weathering exem-

plar. To improve the coverage of weathered appearance distribution,

Du and Song [2023] additionally identify discrete degrees of weath-

ering and create multiple weathering exemplars accordingly. Bellini

et al. [2016] propose a time-varying weathering framework that

does not require user-annotations. The method predicts anomaly-

maps which are used to remove the anomalies or to increase their

amount by repeating the existing !aws. While these methods yield

impressive results from just one image, they are restricted to a single

weathering trajectory (type) and can mostly model relatively simple

e"ects, e.g., decoloration, peeling, moss growth, and oxidation.

Learning-based methods can use multiple images and model var-

ious weathering types and e"ects. Chen et al. [2021a] pose the

weathering task as an image-to-image translation problem using

a pix2pix [Isola et al. 2017] GAN. The model is trained on a single

image, with automatic annotations [Bellini et al. 2016]. While their

approach could support multiple images for training, it is limited

to a single weathering type. Recently, Hao et al. [2023] introduced

an approach for weathered texture synthesis that supports multiple

defect types; however, the method is trained on several thousand

weathered images pre#ltered and grouped by type. The guided tex-

ture transition method of Guerrero-Viu et al. [2024] allows users to

holistically modify an image with #ne control over the degree of

weathering, and the concurrent work of Hadadan et al. [2025] aims

to add realistic details, such as signs of wear, using text prompts. In

contrast, we focus on spatially controllable edits, while preserving

the appearance of unweathered regions.

Our approach allows the user to create weathered textures of

arbitrary size, and therefore relates to the creation of in#nite textures

using generative models [Bergmann et al. 2017; Lin et al. 2021; Wang

et al. 2024]. Similarly to Wang et al. [2024], we use a di"usion model

and averaged denoising scores [Bar-Tal et al. 2023] to progressively

generate a large texture. Additionally, we propose a way to reduce

distribution drift, preserving global consistency.

ACM Trans. Graph., Vol. 44, No. 6, Article 183. Publication date: December 2025.
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CL features

VAEVAE

Di�usion model

FCA

Thresholding
Equation (1)

Strati�ed pair sampling
Section 3.2

K-means
clustering

SD Encoder

SD Decoder

Noise

Wide Resnet-50

Frozen weights

Training

3.1 Prominent feature scoring

3.2 Feature type clustering

3.3 Guided texture generation

Fig. 3. Our 3-stage pipeline for obtaining a generative model for textures with prominent features.

3 Method

Our pipeline consists of three stages (Fig. 3). The #rst stage is our

approach for automatically identifying regions with prominent fea-

tures by posing that task as a fully-unsupervised anomaly localiza-

tion problem. This framing is feasible since regions with irregular

features break the stationarity assumption of textures, making these

regions deviate from the overall statistics. After identifying such

regions, the second stage addresses the separation of prominent

features in di"erent groups. Leveraging the anomaly maps, we de-

vise an approach for sampling positive and negative pairs of pixels,

which are used to optimize a contrastive learning objective. This

produces a disentangled feature space that we cluster using !-means

to obtain pixel-level semantic maps where the labels indicate the

feature type or the absence of a prominent feature accordingly. The

result of the second stage enables us to train a generative model that

follows the desired spatial and semantic conditions. Our di"usion

model can generate new textures interactively (1 sec for a 512×512

image). Moreover, we demonstrate synthesis of arbitrary size using

constant GPU memory, and design a way to avoid distribution drift

across the generated texture. Finally, we advance a noise-mixing

technique to support texture editing while remaining faithful to

the original input. Our editing method even supports transferring

blemishes from one texture class to an image of another class.

3.1 Prominent feature scoring

The input of our pipeline consists of a handful of photographs of

textures that are largely stationary, yet contain prominent features

that we want to disentangle. These irregularities can be consid-

ered anomalies in the context of the global textures, which can be

detected using unsupervised anomaly localization.

The initial stage of our pipeline leverages an unsupervised anom-

aly detection approach, as a #rst step towards removing the need

for manual user annotations, required by previous methods [Du

and Song 2023; Iizuka et al. 2016]. We employ FCA, the zero-shot

anomaly detection method of Ardelean and Weyrich [2024a], and

apply it to the residual obtained from a VAE-based reconstruction,

similarly to Blind LCA [Ardelean and Weyrich 2024b]. The output

of this step is a set of anomaly-score maps {"! }
"
!=1, one for each

input image {#! }
"
!=1 , as shown in the #rst section of Fig. 3. These

methods, however, do not provide a way to threshold the anomaly

scores, which have an arbitrary range.

3.2 Feature type clustering

Our pixel-level semantic segmentation procedure requires well-

de#ned (binary) anomaly regions. Therefore, we propose an adaptive

thresholding function to obtain a binary segmentation$! of the areas

of interest. Let $
#$
! :=

{

1 %
!"
# > T(%# )

0 otherwise
; where T is a function that

adaptively computes the threshold based on the anomaly scores.

We observed that global thresholding and simple quantiles do not

generalize well across di"erent datasets. Otsu’s method [Otsu et al.

1975] yields reasonable results, yet it tends to produce segmentations

that are too permissive. To reduce the number of false positives,

we skew the distribution using an exponential factor: T̂ ("! ) =

Otsu("
&
! )

1/$ , where % = 1.5 in our experiments.

This function is able to #nd adequate thresholds across di"erent

datasets; however, since it always segments a part of the image as

ACM Trans. Graph., Vol. 44, No. 6, Article 183. Publication date: December 2025.
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Fig. 4. Results of our pixel-level anomaly segmentation. We seek to have the background pixels mapped to a single class and the di!erent features to distinct

labels. The figure compares the results of our approach, BlindLCA [Ardelean and Weyrich 2024b], and STEGO [Hamilton et al. 2022].

anomalous it will inevitably yield false positives on textures that are

completely stationary. To overcome this issue, we compute a global

threshold and segment each anomaly map based on the maximum

between the local and global thresholds:

T ("! ) :=max(Otsu({T̂ (" ' )}
"
'=1), T̂ ("! )) . (1)

We empirically validate our thresholding function in the supplemen-

tary material (Sec S8).

To enhance the authoring control of the #nal generative model,

we are interested in grouping the prominent features of the same

type into clusters. Based on the binary detection of anomalous re-

gions, we identify the various types of features through contrastive

learning (CL) and clustering. As opposed to prior work [Ardelean

and Weyrich 2024b], we are interested in pixel-level rather than

image-level clustering. Moreover, we do not assume there is only

one possible anomaly type per image, making the method more !ex-

ible and applicable in practical scenarios. To this end, we divide each

image into regions by computing the connected components in the

binary masks $! . For simplicity, it is reasonable to assume that each

such region either belongs to the normal class or contains a single

type of feature. We then compute region-level descriptors by averag-

ing the pixel-level features extracted by a pretrained WideResnet-50

network, and use the descriptors to #nd positive pairs as nearest

neighbors. Importantly, we observe that naively creating negative

pairs for contrastive learning by sampling regions that are far away

in feature space yields poor results. As shown in Fig. 26, this is

due to the oversampling of the normal class, which limits the ef-

fectiveness of contrastive learning to separate the various anomaly

types. We alleviate this problem by sampling negative pairs in a

strati#ed manner, i.e., the regions are preclustered using !-means

based on the computed feature descriptors, and negative pairs are

sampled equally across these clusters. The number of classes used

for preclustering is a free hyperparameter of our method; that being

said, we observed that using the same number of classes as for the

#nal clustering is a robust choice.

The positive and negative pairs are used to train a 3-layer CNN,

with a receptive #eld of 5×5, optimizing for the InfoNCE [Oord

et al. 2018] contrastive objective. After training, the CL-features

produced by the neural net are easily separable into clusters: to

obtain pixel-level segmentations, we pool the CL-features for all

pixels in all input images and cluster them using !-means.

3.3 Guided texture generation

The output of the clustering stage consists of & label maps {'}"!=1
with values from 0 (normal class) to ( , the number of feature types

in the dataset. We leverage the label maps as conditioning for a

di"usion model [Ho et al. 2020] (DM) trained to generate the same

set of images {#! }
"
!=1.

Di"usion models are a class of generative models that synthesize

outputs through progressive denoising. We include here a brief ex-

planation of the concept of di"usion models, and refer the reader to

a more extensive analysis of these models [Ho et al. 2020; Karras

et al. 2022; Song et al. 2021a,b]. Let )data (!) be the distribution of

the data to be modeled; in our case, natural textures. The forward

di"usion process pushes samples away from the true data distribu-

tion by adding i.i.d. (independent identically distributed) Gaussian

noise with standard deviation * (+). The noise is increasing with

the timestep + , so that for a large enough +" the resulting distri-

bution ) (! ;* (+" )) is virtually identical to the normal distribution

N(0,* (+" )
2" ). Sampling from )data (!) can be achieved by reversing

the di"usion process. In practice, this is implemented by a progres-

sively applied, learned denoising function, starting from pure noise

ACM Trans. Graph., Vol. 44, No. 6, Article 183. Publication date: December 2025.
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sampled from N(0,* (+" )
2" ). The denoising is applied at several

steps with decreasing standard deviation, essentially modeling the

distribution ) (! ;* (+! )), with a monotonic timestep schedule {+! }
"
!=0,

where * (+0) = 0. After iterating from & to 0, the resulting samples

should resemble the original distribution ) (! ; 0). In our implementa-

tion, we follow the ODE formulation from Karras et al. [2022] (EDM)

including scheduling, preconditioning, and the Heun solver. The di-

rection to the data distribution is approximated by a neural network

# (!,* (+)) that can be trained with a simple MSE loss. Similarly to

Karras et al. [2024], we perform the di"usion in latent space, using

the Variational Autoencoder (VAE) from Stable Di"usion (SD) [Rom-

bach et al. 2022]. Moreover, we add spatial conditioning to enable

#ne-grained control over the generated images.

Conditioning a generative model through a spatial map has been

used for many image-to-image translation tasks, such as layout-

based generation, colorization, and inpainting. Our use-case is simi-

lar to the generation of images based on semantic maps [Ko et al.

2024; Park et al. 2019; Zhang et al. 2023], where the semantic labels

are represented by the ( feature types. Our method is designed to

work with a very small number of photographs – as low as one. To

incorporate this additional input, we modify the U-Net-based [Ron-

neberger et al. 2015] ADM [Dhariwal and Nichol 2021] architecture

used by EDM [Karras et al. 2022]: The label maps are encoded

with a small convolutional network and then added to the timestep

embeddings to modulate the activations of the U-Net at several in-

termediate layers. In the original architecture, in each U-Net block,

the timestep embedding is processed using a linear layer to predict

an a$ne transformation for each feature channel. We modify the

U-Net blocks to accept spatially varying embeddings, which are

processed by a convolutional layer to predict a di"erent scale and

shift for each spatial position and channel. The additional param-

eters are trained jointly with the rest of the network. To facilitate

training from a few images, we pretrain our di"usion model on the

DTD dataset [Cimpoi et al. 2014] (5640 textures). When training the

conditional di"usion model # (!, $ ;* (+)) the label map $ is dropped

with a probability of 7.5%, enabling classi#er-free guidance [Ho and

Salimans 2021] during inference. Since the dataset contains di"er-

ent (47) texture classes, we use the class labels instead of semantic

masks as conditioning, that is, the class label is spatially expanded to

match the shape required by the model. Note that since the number

of prominent features (semantic classes) during #ne-tuning di"ers

from the number of classes in the DTD dataset used during pretrain-

ing, we cannot reuse the #rst convolutional layer that embeds the

class label; therefore, we drop that speci#c layer and train it from

scratch.

We choose EDM as our backbone as it generates high-quality

images with low latency, enabling our interactive synthesis goal.

Other di"usion models or di"erent generative approaches could

potentially be used for this stage (e.g., inpainting [Lugmayr et al.

2022; Suvorov et al. 2022] or Texture Mixer [Yu et al. 2019]). We pro-

vide an extended analysis of di"erent choices in the supplementary

(S11).

Similarly, various mechanisms for #ne-tuning di"usion models

have been established in recent years, such as: Dreambooth [Ruiz

et al. 2023] for the preservation of visual characteristic of a certain

subject, ControlNet [Zhang et al. 2023] for injecting spatial control

Original Examples Mask

VAE Representation Inverted Result

Fig. 5. Image editing visualization, showing: the original image, irregular

feature examples from the dataset, desired edit mask, the image a"er being

encoded and decoded by the VAE of SD, the result of our di!usion model

for the inverted noise, and the result of our noise-mixing synthesis.

into a di"usionmodel trainedwithout such condition, and LoRA [Hu

et al. 2022] to make #ne-tuning more e$cient with respect to the

number of training samples, time, and memory footprint. A combi-

nation of the techniques above (e.g., ControlLora [Hecong 2024] and

CtrLora [Xu et al. 2025]) may enable the generative model of our

pipeline to use larger models with massive pretraining. In this work,

however, we use a lightweight network and very little pretraining,

prioritizing interactive inference time and limiting dependence on

large-scale data.

As we show in Fig. 2, this setup allows us to generate new, realistic

images, with the desired texture, that follow the conditioning of the

label maps. This functionality covers the #rst two capabilities of our

pipeline. In the following, we present how our method can be used

for real-image editing and arbitrary-size image generation.

3.4 Editing

The possibility to edit existing images is a crucial capability in

the context of generating textures with non-stationary features.

Moreover, the edited region should not simply replace the previ-

ous texture, but remain faithful to the original structure, as high-

lighted in Fig. 5 and Fig. 6. Most di"usion-based editing frameworks

rely on di"usion inversion [Hertz et al. 2023; Wallace et al. 2023;

Zhang et al. 2025], i.e., an input image is reproduced by the di"u-

sion model by #nding the noise %" that produces the image when

solving the underlying ODE. This is achieved by running the noise

estimation model # (%! ,↑;*! ) with the null conditioning ↑ for &

steps, #nding the noise that must be added at each iteration. That

is %!+1 = %! + (*!+1 ↓ *! )# (%! ,↑,*! ), resting on the assumption that

# (%! ,↑,*! ) ↔ # (%!+1,↑;*!+1). Note that we write *! := * (+! ) for

brevity.

After obtaining %" , the edited image can be synthesized by run-

ning the generative process from the found noise with the new

desired conditioning label map. We opt for the #xed-point iteration

method [Pan et al. 2023] for di"usion inversion, and implement it

ACM Trans. Graph., Vol. 44, No. 6, Article 183. Publication date: December 2025.
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Fig. 6. Editing results with our noise-mixing approach. The rows depict

top to bo#om: a real photograph, the conditioning label-map, the result

obtained with TextureReformer [Wang et al. 2022b], and our edit.

into the the EDM formulation. However, we found that the inversion

is unstable when the second-order Heun solver is used. This is be-

cause each denoising step is harder to invert and errors accumulate;

therefore, we use the Euler solver in the context of image editing.

3.4.1 Localized updates.

Since the painted features are localized, there is an expectation

that the image remains as close as possible to the original outside

of the edited region; the painted feature should also be compatible

with the initial texture (for example, the sugar spill should not alter

the texture below, Fig. 12). We propose to solve this via noise-

mixing: during inversion, we save the intermediate noise estimates

# (%! ,↑;*! ), for each level *! . Then, to generate the new image from

the inverted noise %" , we mix the noise estimates saved during

inversion with the new noise estimates (#̂) that are conditioned by

the label map $ :

%̂!↓1 = %̂! + (*!↓1 ↓ *! )mix(#̂ (%̂! , $ ;*! ), # (%! ,↑;*! ), ,) . (2)

Where #̂ denotes the classi#er-free guided direction: #̂ (%, $,*) =

# (%,↑,*) + - (# (%, $,*) ↓ # (%,↑,*)), with guidance - = 4.

To strike a balance between preserving the original structure

in the edited regions and being faithful to the new condition, we

mix the scores adaptively depending on the step in the backward

di"usion process:

mix(#̂! , #! , ,) := #̂! + (#! ↓ #̂! )

(

,

&

)(

. (3)

The in!uence of the original (unconditional) noise estimates #!
decreases from 1 to almost 0 over the & steps. . controls how fast

the mixing factor decays, and it is set to 0.3 in our experiments. In
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Fig. 7. Comparison between images sampled independently (top) and di!er-

ent uniformization strategies. Rows 2 through 4 a#empt to make all images

follow the style of the first column, using the methods explained in Sec. 3.5.

order to minimize the alteration of the texture outside the editing

region, we set the mixing factor to 0 for the background (outside

the editing mask).

3.4.2 Feature transfer.

Our noise-mixing editing method lends itself to another impor-

tant capability: feature transfer. We demonstrate this function in

Fig. 10, where we transfer features from their native class to another

textures class from MVTec, as well as to a real image of the author’s

desk. To transfer a feature from a texture class to a target image

that is out-of-distribution (OOD), we #rst invert the image using

the trained di"usion model. When the image is very di"erent from

the training distribution, the inversion process needs more steps

to reconstruct the image with high accuracy; we use 250 in our

experiments. We then perform the steps analogous to image edit-

ing, mixing the noise estimates from inversion with the predictions

obtained under the desired label map $ . Thanks to the classi#er-free

guidance mechanism, the direction of the noise estimates incorpo-

rates the di"erence between the feature and the normal texture,

which minimizes the contamination of normal appearance from the

training texture to the OOD target image.

3.5 Stationary infinite texture generation

Our method supports generating images at arbitrary resolutions and

aspect ratios. A naive approach to high-resolution synthesis would

be to simply run the denoising model #̂ (%, $,*) starting with a noise

tensor %" signi#cantly larger than the size of the training images.

This approach does not work on generic image synthesis [Haji-Ali

et al. 2024; He et al. 2023] because it fails to retain the relationship

between elements at a global level; however, textures are de#ned by

local structures, which are well reproduced by the di"usion model

even at a resolution well-outside the training range.

This trivial solution works well for image-sizes up to 2048×2048,

after which the inference requires more than 24/$ of VRAM. In

general, the memory requirement of this approach scales poorly

ACM Trans. Graph., Vol. 44, No. 6, Article 183. Publication date: December 2025.
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Style Large generated texture

Fig. 8. Synthesized 1024 ↗ 8192 textures. The top texture uses pure white

noise; the middle image is obtained by copying the LF components; the

third image is obtained using our noise-uniformization technique. Note

that white noise yields a non-stationary texture that deviates from the

style-prototype.

with size, making it di$cult to apply to larger textures. Taking in-

spiration from MultiDi"usion [Bar-Tal et al. 2023], we develop a

window-based in#nite texture generation process that uses constant

VRAM. The idea consists of simultaneously denoising multiple over-

lapping patches from the larger input %* . The predicted noise for

the overlapping regions is averaged across the multiple function

calls, e"ectively harmonizing the di"erent denoising trajectories.

Wang et al. [2024] used a similar method for generating an in#nite

texture of a given exemplar. A limitation of this approach is that pix-

els across distant patches are denoised independently, and nothing

pushes the texture to be globally consistent.

We note that the high-level directions of variation in a texture

class (such as color change or pattern density) are encoded in the low-

frequency (LF) components of the initial noise image (also observed

by Chung et al. [2024] and Everaert et al. [2024]). We highlight this

relationship in Fig. 7 by showing the output of the di"usion model

for independently-sampled noise latents and by comparing them to

di"erent manipulations of the LF components of the latent maps.

By copying the mean of the noise from a prototype texture (#rst

column), it can be observed that the style of the 4 outputs become

more consistent. Copying further LF components (by subtracting

a blurred version of itself and adding the blurred prototype) yields

increasingly consistent patterns. More precisely, for rows 3 and

4 we use a Lanczos low-pass #lter with a cuto" frequency 0+ of

0.1 and 0.2 respectively. Using a large cuto" for the #lter results

in very consistent textures; however, the LF components of the

generated images also become similar, creating repetitive patterns.

This becomes obvious when generating large textures (see Fig. 8).

To alleviate this issue, we make the observation that obtain-

ing consistent textures does not require identical low frequencies,

but only a similar spectral distribution. This follows the intuition

that di"usion models perform approximate spectral autoregres-

sion [Dieleman 2024]. Therefore, our noise-uniformization method

consists of replacing the LF components of the noise with a ran-

dom permutation of the LF of a prototype which controls the style.

To be exact, the noise tensor %" that follows the style of a dif-

ferent noise prototype &" is computed as %" = ' ↓ blur(') +

upscale(shuffle(downscale(blur(&" ))), where' is pure white

noise, and shuffle a random permutation of pixels (cf. Fig. 8).

To improve the e$ciency of the sliding-window denoising, we

set upper and lower bounds on the number of overlapping pixels in

adjacent patches. The patches used by the di"usion model randomly

shift within these bounds for each denoising step, which avoids the

formation of seams at the edges of the patches. By allowing the

shifted windows to wrap around the texture we obtain an additional

quality: the denoised texture can be seamlessly tiled. Please see

Fig. 17 in the supplementary material for tiled texture samples. We

note that our randomly-shifted sliding windows bear similarities

with the strategies employed by Wang et al. [2024] and Vecchio et al.

[2024] (noise rolling). We investigate the synergy between the latter

and our noise uniformization in the supplementary (Fig. 16).

4 Experiments

We #rstly evaluate our pipeline on the 5 texture classes from the

MVTec dataset [Bergmann et al. 2021], designed for anomaly detec-

tion. There are approximately 100 images for each texture (around 20

images per anomaly type). Additionally, we stress-test our method

with smaller image sets; using a handheld phone camera, we col-

lect 9 di"erent textures ranging from 1 to 20 images. Notably, 3

of the textures are single-image. We include the exact counts and

representative samples for each texture in the supplementary ( S1).

In Fig. 4, we compare di"erent anomaly-segmentation approaches.

The labels obtained using our method satisfy the most important cri-

teria for conditional synthesis: semantically similar prominent fea-

tures are grouped into the same class; the detected regions are com-

pact, with relatively little (spatial) noise; and the background/normal

pixels are mapped to a unique class. On the other hand, the image-

level anomaly clustering method BlindLCA produces noisy labels

when used for pixel-level segmentation. Generic unsupervised se-

mantic segmentation methods (such as STEGO [Hamilton et al.

2022]) fail to disentangle the anomalies due to their rarity.

Fig. 2 includes images generated by our method. Please note

that the label maps support painting multiple features with various

shapes and sizes. In Fig. 18 (supplementary material) we show that

this holds even for the MVTecAD dataset, where, except for wood,

all textures seen during training have a single anomaly-type per

image. That is, the generative model is able to gracefully generalize

from single features to multi-feature painting on textures.

We provide a qualitative comparison between our approach and

various methods that are adapted for our task in Fig. 9. Since our

pipeline is the #rst to o"er a complete work!ow for painting rare

features from an unlabeled collection of textures, that evaluation

includes methods that are able to paint features, guided by given

input masks. We do not compare to generic prompt-based image

editing [Brooks et al. 2023; Lai et al. 2025; Sun et al. 2024], as we

are interested in painting features as extracted from speci#c exem-

plars. For the baselines designed to use a single image, we select

one texture from our training set that contains a feature with a

relatively similar shape to the target (see #rst column) and use the

ground-truth mask of the prominent feature. The signi#cant pre-

vious work of Hu et al. [2024] was not included here because the

approach proved unsuitable for painting small and subtle features; a

representative failure case is shown in Fig. 23 of the supplementary.
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Labels Feature reference Image analogies Gatys et al. [2016] Wang et al. [2022b] Zhou et al. [2023] Chen et al. [2021a] Ours

Fig. 9. $alitative comparison for label-conditioned texture generation.
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Fig. 10. Feature transfer to real images of texture classes non-native to each

feature. Due to the novel surrounding, cues on scale are missing, so feature

scale may vary across transfers, particularly visible with the crack feature.

4.1 Editing results

To demonstrate the editing capabilities of our approach, we use

anomaly-free images that were not seen during training - neither

for the contrastive learning, nor for the di"usionmodel.We illustrate

#rstly the intermediate steps in our texture-editing method in Fig. 5.

The resulting image is very close to the original texture outside of

the edited region; as shown in the supplementary (Fig. 25), virtually

all existing di"erences are caused by the limited capacity of the

pretrained variational autoencoder from Stable Di"usion [Rombach

et al. 2022]. Notably, thanks to our noise-mixing method, the edited

region is integrated seamlessly in the texture, matching the previous

appearance underneath the roughened region and at the boundaries.

We include more editing results in Fig. 6.

Thanks to the seamless integration of the edited region, our noise-

mixing lends itself to high-resolution editing at interactive rates (see

video in the supplementary material). This is achieved by running

the di"usion only for the texture patch that contains the feature label

to be painted. To this end, we save the di"usion trajectory during

generation or inversion and only use the slice of the noise estimates

that corresponds to the edited patch. Saving the noise history for the

di"usion process makes it possible to forego inversion for each edit,
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Input Output

Fig. 11. Synthesizing new material maps using our pipeline from a single

SVBRDF. Please see the supplementary GIF for a high-resolution rendering.

Original Mask Inv + ! Forced + ! Ours

Fig. 12. Ablation of noise-mixing. Note that our edit be#er preserves the

structure of the original texture, while maintaining the realism of the feature.

Table 1. Ablation of our feature detection and clustering components. Met-

rics are computed under optimal matching to the ground-truth classes.

Accuracy ↘ IoU ↘ F1-score ↘

Ours w/o equation (1) 0.963 0.320 0.407

Ours w/o stratified negatives 0.794 0.367 0.451

Ours 0.978 0.473 0.566

thus reducing the time to about 1.5 seconds per edit. More details

and high-resolution examples are included in the supplementary, S6.

4.2 Synthesizing materials

So far we have described our approach and demonstrated its capabil-

ities in terms of plain RGB textures. All our components, however,

easily extend to other modalities, such as material maps for synthe-

sizing SVBRDFs. We include in Fig. 11 a simple example, where the

input data consists of a single SVBRDF, captured with a smartphone

using MaterialGAN [Guo et al. 2020].

5 Ablations

We ablate our thresholding method, described in Eq. (1), and our

strati#ed selection of negative pairs for contrastive learning. The

results of this experiment are summarized in Table 1 and show that

the introduced mechanisms are vital for an accurate segmentation.

Our noise-mixing technique is ablated in Fig. 12, by comparing

our method with two variants. In the #rst case, we simply use

the inverted noise as input for the di"usion model with the new

conditioning map $ . In the second, we also constrain the latents

outside the edit to perfectly match the original image. Both variants

unfavorably alter the texture beyond the desired edit. Additionally,

we include in the suppl. material (S11) a discussion of our choice of

di"usion model used as backbone for the feature painting.

6 Limitations

Naturally, the realism of the generated results depends on the plau-

sibility of the input mask. Fig. 19 in the supplementary shows an ex-

haustive combination of input masks and generated texture features,

demonstrating the versatility, but also limitations of the method.

Overall, we believe that it shows that our method still extrapolates

commendably beyond the mask shapes observed during training. A

di"erent limitation is that our pipeline is not end-to-end trainable,

meaning that imperfect segmentations from our automatic feature

clustering can cause di"erent features to be mapped to the same

label. In practice, this causes the model to choose what feature is

being painted based on the shape of the conditioning label. Finally,

while our method has fast inference times, training the di"usion

model for a new texture class can take 6 to 12 hours.

7 Conclusion

Our framework learns and disentangles the stationary character-

istics from the prominent features given only a small collection of

textures. After training, we are able to generate tileable textures of

arbitrary size and to paint features on similar and dissimilar images

with realistic transitions. These functionalities are bundled in a sin-

gle model that can be controlled interactively for iterative authoring.

While the main focus of our work is asset creation, the utility of

the method extends to various areas, such as, image augmentations,

long-tail image generation, and generating fake anomalies for self-

supervised anomaly detection. Moreover, our editing method and

noise uniformization algorithm can be leveraged in more general

contexts, as shown in S2 (supplementary material).
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